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A logarithmic singularity is typically present in the kernels of two-body, bound-
state integral equations after the two angular variables associated with three-
dimensional spherical coordinates are separated. The singularity occurs in the
separated Schr¨odinger equation, the separated Bethe–Salpeter equation in the instan-
taneous approximation, and the partially separated Bethe–Salpeter equation. Prob-
lems integrating over the singularity have restricted the types of basis functions that
have been used to obtain numerical solutions, making it particularly difficult to ob-
tain bound-state solutions that decrease rapidly at both small and large momenta.
Here integrals are evaluated analytically in the neighborhood of the singularity by
expanding the integrands, excluding the singular kernels, either analytically or nu-
merically in a Taylor series or a Maclaurin series. This technique makes possible the
use of nonpolynomial basis functions that satisfy the boundary conditions, allowing
the efficient calculation of all solutions. c© 2001 Elsevier Science

Key Words:bound-state integral equation; Bethe–Salpeter equation; instantaneous
approximation; logarithmic singularity.

1. INTRODUCTION

The Bethe–Salpeter equation [1], which is based on field theory, is covariant, and re-
duces to the Schr¨odinger equation in the nonrelativistic limit, is an appropriate equation
to use in describing relativistic bound states. Typically the Bethe–Salpeter equation is an
integral equation although, at least in some cases, it can be expressed as a differential equa-
tion. If a two-body, bound-state Bethe–Salpeter equation is rotationally invariant in three-
dimensional space, the two angular variables associated with three-dimensional spherical
coordinates can be separated. When written in integral form, after the two angular variables
are separated a logarithmic singularity is present in the kernels. While this singularity is
not the primary reason that the Bethe–Salpeter equation is often so difficult to solve [2], the
singularity complicates obtaining solutions.
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Since, even numerically, the two-body, bound-state Bethe–Salpeter equation often cannot
readily be solved, various approximations such as the Blankenbecler–Sugar approximation
[3] or the instantaneous approximation [1, 4] are often made that reduce the covariant
equation in four dimensions to an approximately covariant integral equation in three di-
mensions. The instantaneous approximation, which is the approximation that the binding
quanta travel instantaneously between the bound constituents, was first introduced in the
original article by Bethe and Salpeter [1] and was used to demonstrate that the Schr¨odinger
equation is the nonrelativistic limit of the Bethe–Salpeter equation. More in the spirit of
this work, Salpeter [4] made the instantaneous approximation to reduce the Bethe–Salpeter
equation to a three-dimensional equation and calculated corrections to the fine structure of
hydrogen-like atoms. A major difficulty in solving equations numerically when the instan-
taneous approximation is made arises because a logarithmic singularity occurs in the kernel
of the integral equations after the angular dependence of solutions is separated.

Gammel and Menzel [5] deal with the logarithmic singularity by using a special weighting
scheme in the neighborhood of the singularity. Kwon and Tabakin [6] and Di Leo and
Darewych [6] use a subtraction technique that isolates the singularity in an integral that
can be evaluated analytically. Silvestre-Brac,et al. [7] use splines (see, for example, [8])
as basis functions and then use recursion relations so that the various integrals are written
in terms of a single integral that is calculated analytically. Eyre and Vary [9] introduce a
numerical cutoff and then correct for the effects of the cutoff using perturbation theory.
Later Spence and Vary [10] used splines [8] as basis functions and evaluate all integrals
analytically. Since splines are polynomials, their method and that of Ref. [7] are restricted
to polynomial basis functions. In this article methods are used to integrate analytically over
the logarithmic singularity that allow the use of nonpolynomial basis functions that satisfy
the boundary conditions. Specifically, in anε-neighborhood of the singularity, excluding the
Legendre functions of the second kind that contain the singularity, integrands are expanded
either analytically or numerically in either a Taylor series or a Maclaurin series, making
it possible to evaluate the integrals analytically in theε-neighborhood. For bound-state
solutions that decrease rapidly at small and large momenta, which for the Schr¨odinger
equation are typically solutions with larger angular momentum, if solutions can be obtained
at all, significantly more basis functions must be used when the solution is expanded in terms
of basis functions that do not satisfy the boundary conditions.

To estimate the accuracy of each solution, the left- and right-hand sides of the equation
are calculated at a series of points, and a reliability coefficient [11], which is a statistical
measure of how accurately the left- and right-hand sides agree at the selected points, is
calculated. Examining points where the left- and right-hand sides of the equation agree
least well reveals possible problems with trial solutions and suggests possible remedies.

The effectiveness of the methods for integrating over the singularity is demonstrated by
using basis functions that satisfy the boundary conditions to obtain numerical, bound-state
solutions for a spin-0 and spin-1/2 constituent that interact via minimal electrodynam-
ics, both in the nonrelativistic limit and in the instantaneous approximation. Bound states
of a spin-0 and spin-1/2 constituent are of interest because they have been proposed as
composite models of leptons, either when the two particles interact electromagnetically
[12] or when they interact through a stronger force [13]. However, the methods demon-
strated here for integrating over logarithmic singularities apply equally well to the more
commonly studied bound state of two spin-1/2 particles. The presence of a derivative cou-
pling in the interaction complicates the construction of the Bethe–Salpeter equation in the
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instantaneous approximation and yields an equation that contains both a single integral and
a double integral with singular kernels.

2. DERIVATION AND SEPARATION OF THE BETHE–SALPETER EQUATION

IN THE INSTANTANEOUS APPROXIMATION

When a spin-0 fieldφ(x), which represents a quanta with chargeQ and massM , interacts
via minimal electrodynamics with a spin-1/2 field9(x), which represents a quanta with
chargeq and massm, the renormalizable Lagrangian is [14]

L =: [(i ∂µ − Q Aµ)φ†][(−i ∂µ − Q Aµ)φ] − M2φ†φ

+ 9̄γµ(i ∂µ − q Aµ)9 −m9̄9 − 1

4
FµνFµν :, (2.1)

whereFµν = ∂νAµ − ∂µAν .
Following standard procedures [1], in the ladder approximation the Bethe–Salpeter

equation describing a bound state of a spin-0 boson and a spin-1/2 fermion is

(pµγµ + ξKµγµ −m){[ pµ − (1− ξ)Kµ][ pµ − (1− ξ)Kµ] − M2}χK (p)

= iq Q

(2π)4

∫ ∞
−∞

d4q

(p− q)2+ i ε
[ pµγµ + qµγµ − 2(1− ξ)Kµγµ]χK (q). (2.2)

In (2.2),Kµ is the four-momentum of the bound state, andξ is the parameter that appears in
the definition of center-of-mass coordinates. Nonrelativisticallyξ = m/(m+ M), but when
the instantaneous approximation is made,ξ cancels out of the Bethe–Salpeter equation.

The instantaneous approximation [1, 4] is made by making the replacement

1

(p− q)2+ i ε
= 1

(p0− q0)2− (p− q)2+ i ε
→ 1

−(p− q)2+ i ε
(2.3)

in the photon propagator in (2.2). Defining

9K (q) ≡
∫ ∞
−∞

dq0 χK (q) and φK (q) ≡
∫ ∞
−∞

dq0 q0 χK (q), (2.4)

the integral overq0 in (2.2) can be carried out immediately. Going to the center-of-
momentum frame whereKµ = (E, 0), (2.2) becomes

[ p0γ 0− pi γ i + ξEγ0−m]{[ p0− (1− ξ)E]2− pi pi − M2}χE(p)

= − iq Q

(2π)4

∫ ∞
−∞

d3q

(p− q)2
[γ 0 p0− γ i (pi + qi )− 2(1− ξ)Eγ 0]9E(q)

− iq Q

(2π)4

∫ ∞
−∞

d3q

(p− q)2
γ 0φE(q), (2.5)

whereχE(p) is the value ofχK (p) in the center-of-momentum frame.
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Solving (2.5) forχE(p), integrating overp0 on both sides of the equation, and using
(2.4) yield

ωM(p)E9E(p) = ωM(p)

ωm(p)
[ωM(p)+ ωm(p)][γ

0γ i pi + γ 0m]9E(p)

+ q Q

16π3

∫ ∞
−∞

d3q

(p− q)2

{
(1− ξ)E +

[
ωM(p)+ ωm(p)

ωm(p)

]
γ 0γ i pi

+ ωM(p)

ωm(p)
γ 0m+ γ 0γ i qi

}
9E(q)− Qq

16π3

∫ ∞
−∞

d3q

(p− q)2
φE(q), (2.6)

whereωM(p) ≡ (M2+ p · p)1/2, etc. Equation (2.6) cannot readily be solved because of
the presence of the two functions9E andφE that are related as indicated in (2.4). The
functionφE is present, of course, as a consequence of the derivative coupling. It is possible,
however, to expressφE in terms of9E as follows: By dividing both sides of (2.5) by
{[ p0− (1− ξ)E]2− pi pi − M2} and then integrating overp0, a second equation that
involves both9E and φE is obtained. Subtracting the second equation from (2.6) and
solving forφE(p) yield

φE(p) = (1− ξ)E9E(p)− 1

ωm(p)
(γ 0γ i pi + γ 0m)

×
[
ωM(p)9E(p)+ q Q

16π3

∫ ∞
−∞

d3q

(p− q)2
9E(q)

]
. (2.7)

Using (2.7) to expressφE(p) in terms of9E, (2.6) becomes the Bethe–Salpeter equation in
the instantaneous approximation:

ωM(p)E9E(p) = ωM(p)

ωm(p)
[ωM(p)+ ωm(p)][γ

0γ i pi + γ 0m]E9E(p)

+ q Q

16π3

∫ ∞
−∞

d3q

(p− q)2

{[
ωM(p)

ωm(p)
+ 1

]
γ 0γ i pi+

[
ωM(q)

ωm(q)
+ 1

]
γ 0γ i qi

+
[
ωM(p)

ωm(p)
+ ωM(q)

ωm(q)

]
γ 0m

}
9E(q)+ (q Q)2

4(2π)6

∫ ∞
−∞

d3q

(p− q)2

× mγ 0+ γ 0γ i qi

ωm(q)

∫ ∞
−∞

d3k

(q− k)2
9E(k). (2.8)

For consistency, if the term proportional to(q Q)2 in the above equation is retained, the
crossed and “seagull” diagrams, which also contribute terms proportional to(q Q)2, should
be included in constructing the Bethe–Salpeter equation. Here the term is retained to il-
lustrate the somewhat different numerical techniques that are required to evaluate double
integrals, each of which has a kernel with a logarithmic singularity.

Equation (2.8) is much easier to solve numerically than the Bethe–Salpeter equation,
primarily because it is much easier to obtain solutions with real energy eigenvalues. Specif-
ically, equations of the form (2.8) can be solved numerically by converting them to matrix
eigenvalue equations. When each side is multiplied by9

†
E(p) and integrated overd3 p,

excluding the eigenvalueE, the quantity on the left-hand side is Hermitian and positive
definite and the quantity on the right-hand side is Hermitian. As a consequence the en-
ergy eigenvalues must be real (see, for example, [15]). In the very special cases where the
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Bethe–Salpeter equation possess the Hermiticity properties of (2.8), the equation is rela-
tively easy to solve numerically [2, 16] in spite of the fact that after separation of the two
angular variables, it is still an integral or partial differential equation in two variables.

Solutions to (2.8) are of the form

9E(p) =
[

G(±)(p)φ(±)(θ, ϕ)

F (±)(p)φ(∓)(θ, ϕ)

]
, (2.9)

where theφ(±)(θ, ϕ) are the same functions [14] that represent the angular dependence
of the bound-state solutions to the Dirac equation when the potential is spherically sym-
metric. After the angular integration is performed using Hecke’s theorem [17, 18, 12], the
angular variables separate. The separated equation is written in terms of dimensionless vari-
ables by rewriting the masses asm≡ m0(1−1) andM ≡ m0(1+1). The dimensionless
momentump′ is defined byp′ ≡ p/m0 and the dimensionless energyε by

ε ≡ E

M +m
= E

2m0
. (2.10)

Multiplying the resulting upper and lower equations byp′ and−p′, respectively, and omit-
ting primes since all variables are now dimensionless, in the instantaneous approximation
the separated Bethe–Salpeter equation is

2εω+(p)

[
pG(±)(p)

pF(±)(p)

]

= ω+(p)
ω−(p)

[ω+(p)+ ω−(p)]
{

p

[
pF(±)(p)

pG(±)(p)

]
+ (1−1)

[
pG(±)(p)

−pF(±)(p)

]}

+ q Q

8π2
p

[
ω+(p)
ω−(p)

+ 1

] ∫
dq

q F(±)(q)Qj± 1
2

(
p2+q2

2pq

)
qG(±)(q)Qj∓ 1

2

(
p2+q2

2pq

)


+ q Q

8π2

∫
q dq

[
ω+(q)
ω−(q)

+ 1

]q F(±)(q)Qj∓ 1
2

(
p2+q2

2pq

)
qG(±)(q)Qj± 1

2

(
p2+q2

2pq

)


+ q Q

8π2
(1−1)

∫
dq

[
ω+(p)
ω−(p)

+ ω+(q)
ω−(q)

] qG(±)(q)Qj∓ 1
2

(
p2+q2

2pq

)
−q F(±)(q)Qj± 1

2

(
p2+q2

2pq

)


+ (q Q)2

4(2π)4

∫
dq

ω−(q)

∫
dk

(1−1)
 kG(±)(k)Qj∓ 1

2

(
k2+q2

2kq

)
Qj∓ 1

2

(
p2+q2

2pq

)
−kF(±)(k)Qj± 1

2

(
k2+q2

2kq

)
Qj± 1

2

(
p2+q2

2pq

)


+q

 kF(±)(k)Qj± 1
2

(
k2+q2

2kq

)
Qj∓ 1

2

(
p2+q2

2pq

)
kG(±)(k)Qj∓ 1

2

(
k2+q2

2kq

)
Qj± 1

2

(
p2+q2

2pq

)

, (2.11)

whereQj±1/2 is a Legendre function of the second kind andω±(p) ≡ [(1±1)2+ p2]1/2.
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The set of two equations with the top signs is transformed into the set of two equations
with the bottom signs and vice versa with the following replacements:

G(+) ↔ F (−), F (+) ↔ −G(−), ε↔ −ε. (2.12)

As a consequence only the equations forF (+) and G(+) need be solved. For notational
convenience the superscripts onF (+) andG(+) are omitted in future equations.

3. SOLUTIONS TO THE NONRELATIVISTIC REDUCTION

OF THE BETHE–SALPETER EQUATION

In this section the nonrelativistic reduction of the Bethe–Salpeter equation, which is just
the Schr¨odinger equation, is solved numerically in momentum space. Although the equation
can be solved analytically [18], here it is solved numerically to illustrate one technique that
will be used to solve the Bethe–Salpeter equation in the instantaneous approximation, an
equation that, apparently, cannot in general be solved analytically. A method is introduced
for handling the singularity in the kernel that makes possible the use of basis functions that
satisfy the boundary conditions both at small and large momenta. For angular momentum
states̀ = 0 and̀ = 1, these basis functions are not as improvement over the basis functions
used in Refs. [7] and [10] that only automatically satisfy the boundary conditions for small
momenta, but for angular momentum states` > 1, the basis functions used here converge
to a solution much more efficiently.

Once the instantaneous approximation has been made, it is straightforward to make a
nonrelativistic reduction [1]. Keeping the lowest order term in the interaction,

E′9(p) =
(

p2

2M
+ p2

2m

)
9(p)+ q Q

8π3

∫ ∞
−∞

d3q

(p− q)2
9(q). (3.1)

The nonrelativistic energyE′ is related to the relativistic energyE by E = m+ M + E′.
To solve (3.1) a dimensionless momentump′ is defined by

p′ ≡ p√−2µE′
, (3.2)

whereµ is the reduced mass. Equation (3.1) then becomes

(1+ p′2)9(p′) = q Q

4π

√−2µE′

2π2E′

∫ ∞
−∞

d3q′

(p′ − q′)2
9(q′). (3.3)

Equation (3.3) is the integral form of the Schr¨odinger equation for a quanta with massµ
and chargeq interacting with a stationary chargeQ via the Coulomb potential. Since the
momentum variables are all now dimensionless, for notational convenience the primes will
be omitted.

The solution is of the form

9(p) = R(p)Ym
` (θ, φ). (3.4)
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Using Hecke’s theorem [17, 18, 12] the angular integration is easily performed. The angular
dependence separates, yielding the integral equation

(1+ p2)pR(p) = λ 2

π

∫ ∞
0

dq Q`

(
p2+ q2

2pq

)
q R(q), (3.5)

where

λ ≡ q Q

4π

√−µ
2E′
= `+ n, n = 1, 2, . . . . (3.6)

Equation (3.5) would be straightforward to solve numerically were it not for the fact that the
Legendre function of the second kind,Q`((p2+ q2)/2pq), has a logarithmic singularity
at p = q.

The boundary conditions are determined with the aid of the asymptotic relationship
[19]

Q`(z)−→
z→∞

√
π0(`+ 1)

2`+10
(
`+ 3

2

) 1

z`+1
. (3.7)

At small p the functionpR(p) has the form

pR(p)−→
p→0

pc0, (3.8)

wherec0 is a constant. From (3.7) it follows that at smallp, Q`((p2+ q2)/2pq)→ p`+1.
Equating the left- and right-hand sides of (3.5), at smallp the equalitypR(p) ∼ p`+1 is
obtained, implying

c0 = `+ 1. (3.9)

Using analogous logic, at largep the functionpR(p) has the form

pR(p) −→
p→∞

1

p`+3
. (3.10)

Solutions are obtained by expandingpR(p) in terms ofN cubic splinesBj (p) [8],

pR(p) = F(p)
N∑

j=1

cj Bj (p). (3.11)

By choosing the convergence functionF(p) in (3.11) so that at small and largep it behaves
as the solutionpR(p) itself, fewer splines are required to accurately represent solutions
that go to zero rapidly at the boundaries.

Cubic splines are defined on five consecutive knots. To determine the spacing of the
knots,N − 4 zerosxi of a Chebychev polynomial are calculated using the formula

xi = −cos
(2i − 1)π

2(N − 4)
, i = 1, 2, . . . , N − 4, (3.12)
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and then the knotsTi+4 on the positivep axis are determined by

Ti+4 = C1

√
1+ xi

1− xi
+ C2, i = 1, 2, . . . , N − 4, (3.13)

whereC1 andC2 are constants. The knotT4 is placed at the origin and three knots are placed
on the “negative”p axis to create maximum freedom in constructing the solutionpR(p)
near the origin. The three knots on the “negative”p axis are mirror images of the first three
knots in (3.13).

Spence and Vary [10] note that integrals of the form∫ ∞
0

dp p`+k Q`

(
p2+ q2

2pq

)
, k = 0, 1, 2, . . . (3.14)

are both finite and readily calculated analytically, so they chooseF(p) in (3.11) so that
the boundary conditions are satisfied nearp = 0 provided that the sum of splines in (3.11)
is nonzero and slowly changing near the origin. That is,F(p) = p`+1. Since the splines
vanish at the largest knot, an appropriate sum of splines will satisfy the boundary condition
at largep. However, the boundary conditions are satisfied both at small and at largep with
the choice

F(p) = p`+1

(c2+ p2)`+
3
2

, (3.15)

wherec is a constant. Note that at smallp, F(p)→ p`+1 as expected from (3.9), while at
large p, F(p)→ p−(`+2), which is one power ofp less than is indicated in (3.10). Since
the last spline in the expansion (3.11) vanishes at the largest knot, the boundary conditions
will be satisfied for both small and large momenta provided that the sum of splines in (3.11)
is slowly changing at small momenta and goes to zero as the reciprocal of the momentum
at large momenta. By choosingF(p) in (3.11) to be given by (3.15), accurate solutions that
decrease rapidly at small and large momenta can be obtained.

Equation (3.5) is solved numerically by converting the integral eigenvalue equation into
a generalized matrix equation using the Rayleigh–Ritz–Galerkin method [20]. The solution
is expanded in terms of splines using (3.11), and then both sides of (3.5) are multiplied by
Bi (p)F(p) and integrated overp. A generalized matrix equation results that is of the form
Ac= λBc, where the matricesA andB are given, respectively, by

Ai j =
∫ ∞

0
dpBi (p)F(p)(1+ p2)F(p)Bj (p) (3.16a)

and

Bi j = 2

π

∫ ∞
0

dpBi (p)F(p)
∫ ∞

0
dq Q`

(
p2+ q2

2pq

)
F(q)Bj (q). (3.16b)

The elements of the column vectorc are the expansion coefficientscj in (3.11). Since
both of the above matrices are symmetric andA is positive definite, the eigenvalues are
real [15].
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The choiceF(p) = p`+1 works well for small values of angular momentum because the
sum of a small number of splines readily creates a function that decreases asp−(2`+4) at large
p, thus satisfying the boundary condition as given in (3.10). In addition, whenF(p) = p`+1,
the integrals overQ`((p2+ q2)/2pq) in (3.16b) can be performed analytically because
they are of the form (3.14). For larger values of angular momentum, however, the choice
F(p) = p`+1 does not work well because the sum of a small number of splines does not
readily create a function that decreases sufficiently rapidly at large momentum to satisfy
the boundary conditions.

The choice (3.15) for the convergence function immediately allows the boundary con-
ditions to be satisfied by a sum of splines that is slowly changing, but now the integrals
overq in (3.16b) can no longer be readily performed analytically. Integration over the sin-
gular kernel is accomplished as follows: Except in anε-neighborhood of the singularity,
all integrations are performed numerically using Gaussian quadrature with a seven-point
option. As the integration variable approaches the singularity, where the kernel changes
most rapidly, integration intervals are decreased to maintain accuracy of the numerical inte-
gration. Within anε-neighborhood of the singularity, the integrand, excluding the singular
Legendre function of the second kind,Q`((p2+ q2)/2pq), is expanded in a Taylor series
about the singularity. In theε-neighborhood of the singularity the integral is then a sum of
integrals of the form (3.14) that can be integrated analytically. The parameterε is chosen to
be the smaller of 0.01 or the distance from the singularity to the nearest knot, thus avoiding
the complication of integrating over a knot.

To obtain a numerical estimate of the accuracy of each solution, the left- and right-hand
sides of (3.5) are calculated midway between each pair of knots on the (positive)p axis. A
reliability coefficientr , which is a statistical measure of how closely the two sides of the
equation agree at selected points, is calculated using the formula [11]

r ≡ 1−
1

Npts
6

Npts

i=1 (LHSi − RHSi )
2

1
Npts−1

{
6

Npts

i=1 (LHSi + RHSi )2− 1
Npts

[
6

Npts

i=1 (LHSi + RHSi )
]2} , (3.17)

whereLHSi andRHSi are, respectively, the values of the left- and right-hand sides of the
equation at thei th point. If the two sides of the equation agree exactly at all of the selected
points, thenr equals unity. Determining where the left- and right-hand sides of the equation
agree least well reveals possible problems with trial solutions.

WhenF(p)= p`+1, excellent solutions are obtained for`= 0 and`= 1: With 21 splines
in the expansion (3.11), eigenvalues are correct to four or five significant figures and
correspondingr -values are in the range 0.999< r < 1.00. However, wheǹ= 2, as shown in
the second and third columns of Table I, an incorrect eigenvalue appears with a correspond-
ing r = 0.00112. For̀ = 3, the first few eigenvalues are accurate, but the corresponding
r -values have magnitudes on the order of or less than 10−3, indicating that the solutions
are unsatisfactory. Examination of these solutions reveals that the left- and right-hand sides
of the equation do not agree near the the boundaries. By choosing the convergence factor
F(p) as given in (3.15), the difficulties that appeared for`>1 are eliminated, as can be
seen from the fourth and fifth columns of Table I.

The advantage of using basis functions that obey the boundary conditions is further il-
lustrated in Fig. 1. The exact radial wave function in momentum space [18] is graphed
for the state 7F, which is the state corresponding to the final entry in Table I. Numerical
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TABLE I

Numerical Values ofλ = ` + 1, ` + 2, . . .When 21 Splines

Are Used in the Expansion (3.11)

F(p)= p`+1/

F(p) = p`+1 (c2+ p2)`+3/2

` λ r λ r

2 3.00000 0.99884 3.00000 1.0000
4.00007 0.97013 4.00001 1.0000
4.49547 0.00112 5.00003 1.0000
5.00030 0.84320 6.00008 1.0000

3 4.00118 0.00266 4.00000 1.0000
5.00844 −0.00028 5.00000 1.0000
6.02762 −0.00031 6.00004 1.0000
7.06566 −0.00023 6.99999 1.0000

solutions for the radial wave function are also graphed when the convergence functions
F(p) = p`+1/(c2+ p2)`+3/2 andF(p) = p`+1 are used. The radial wave function calcu-
lated with the convergence functionF(p) = p`+1/(c2+ p2)`+3/2, which provides basis
functions that obey the boundary conditions, is so close to the exact solution that the two
curves cannot be distinguished on the graph. However, for the solution calculated with
F(p) = p`+1, the left- and right-hand sides of the equation do not agree at small and large
momentump because the basis functions do not satisfy the boundary condition at large
momentum.

4. SOLUTIONS IN THE INSTANTANEOUS APPROXIMATION

Solutions to the Bethe–Salpeter equation in the instantaneous approximation are obtained
using two different basis systems. The first basis system comprises essentially the same basis
functions that were employed to calculate solutions in the nonrelativistic case. Because the
basis functions vanish at large momenta, they are particularly suitable for representing
solutions that have significant support only to moderately large values of momentum (and
position). For this basis system, four splines are nonzero between consecutive knots in the

FIG. 1. The radial hydrogen wave function for the state 7F in momentum space as a function of the dimen-
sionless momentump.
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physical region except for the final four knots at the largest values of momentum: There the
number of nonzero splines between consecutive knots decreases from three to two until only
one spline is nonzero between the final two knots, thus making it increasingly difficult to
represent solutions at large momenta. To better represent solutions that are highly localized
in position space and, therefore, have significant support at large values of momentum, a
second basis system is used in which some basis functions vanish only at infinite values of
momentum, and four splines are nonzero between all knots in the physical region.

The boundary conditions asp approaches zero and infinity are determined using the same
procedure employed in the previous section. The results are as follows:

pG(p)−→
p→0

pj+ 1
2 , pF(p)−→

p→0
pj+ 3

2 , (4.1a)

pG(p) −→
p→∞

1

pj+ 3
2

, pF(p) −→
p→∞

1

pj+ 5
2

. (4.1b)

Solutions can be obtained using methods of the previous section and are of the form

pG(p) = G1(p)
N∑

j=1

gj Bj (p), pF(p) = F1(p)
N∑

j=1

f j Bj (p). (4.2)

The convergence functionsG1(p) andF1(p) are chosen so that the boundary conditions
are automatically satisfied provided that the sums of splines in the previous equation are
slowly changing for small and large momenta:

G1(p) = pj+ 1
2

(c2
G + p2) j+ 1

2

, F1(p) = pj+ 3
2

(c2
F + p2) j+ 3

2

. (4.3)

In the above equationcG andcF are constants. At smallp, pG1(p) and pF1(p) vanish as
indicated in (4.1a), but at largep they decrease by a factorp more slowly than indicated
in (4.1b) because the splines themselves vanish at largep. As can be seen from (4.3),
solutions go to zero rapidly at the boundaries even at the smallest valuej = 1/2, so it
would be difficult to obtain solutions in the instantaneous approximation without using
convergence functions that obey the boundary conditions at both small and large momenta.

Equation (2.11) is converted into a generalized matrix equation of the form

A

[
g

f

]
= εB

[
g

f

]
(4.4)

by multiplying the top and bottom equations byG1(p)Bi (p) andF1(p)Bi (p), respectively,
and then integrating overp. The elements of the column vectorsgand f are, respectively, the
expansion coefficientsgj and f j in (4.2). Since the matricesA andB have been constructed
so that both are symmetric andB is positive definite, the dimensionless energy eigenvalueε

is forced to be real [15] as required.
The Bethe–Salpeter equation in the instantaneous approximation contains double inte-

grals, while in the nonrelativistic limit the equation involves only single integrals. In spite
of this complication, by performing integrations in a specific order, all integrals with a
logarithmic singularity that are necessary to solve the equation are of the form already
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encountered in the previous section. However, the technique used to integrate over the loga-
rithmic singularity in the previous section fails at very large values of momentum: All of the
terms being expanded in a Taylor series about the singular pointp are functions ofq2 with
the result that a typical term in the expansion isan(q2− p2)n. Within anε-neighborhood
of p, the maximum value ofq2− p2 is of the order 2pε. When p is on the order of 1/ε,
the expansion loses accuracy. By choosingε to decrease linearly with increasingp, this
problem is avoided.

To check the accuracy of the solutions by calculating the reliability coefficient, double
integrals of the following form must be evaluated:∫ ∞

0

dq

ω−(q)
Q`

(
p2+ q2

2pq

)∫ ∞
0

dk Q`

(
k2+ q2

2kq

)
q`+d1

(c2+ k2)d2
Bj (k). (4.5)

The integral over the variablek can be calculated as previously discussed. Except within an
ε-neighborhood of the logarithmic singularity of the integrand, the integral over the variable
q is evaluated numerically. Within theε-neighborhood, the integral overk is expressed as
a Taylor series in the variableq,

∫ ∞
0

dk Q`

(
k2+ q2

2kq

)
q`+d1

(c2+ k2)d2
Bj (k) = q`+1

3∑
j=0

aj (q − p) j . (4.6)

The Taylor series in the previous equation depends on the fact that the integral vanishes as
q`+1 at smallq, a fact that is readily verified using (3.7). The coefficientsaj are determined
numerically so that the expansion and the integral agree atq = p+ ε, p+ ε/3, p− ε/3,
and p− ε. Using the expansion in (4.6), within theε-neighborhood of the logarithmic
singularity atp, the integral (4.5) can be performed analytically.

To better represent solutions that are highly localized in position space and, therefore,
have significant support at large values of momentum, a second basis system is introduced
in which some basis functions vanish only at infinity. To construct the basis system, the
momentum is first mapped onto a compact space with the transformation

x(p2) = b
p2− a

p2+ a
, (4.7)

wherea andb are constants.
The knots are determined by first calculatingN − 8 zerosxi of a Chebychev polynomial

using the formula

xi = −cos
(2i − 1)π

2(N − 8)
, i = 1, 2, . . . , N − 8. (4.8)

The knots in the region−b < x < b are then given by

Ti+4 = bxi , i = 1, 2, . . . , N − 8. (4.9)

The knotT4 is placed atx = −b (p = 0), and three knots are placed in the regionx < −b
(on the “negative”p axis) to create maximum freedom in constructing solutions near the
origin. The three knots in the regionx < −b are mirror images of the first three knots in
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(4.9). In a similar fashion the knotTN−3 is placed atx = b (p = ∞), and three knots are
placed in the regionx > b (p >∞). With the above knot structure, four splines are nonzero
between each pair of adjacent knots in the physical region.

The solution is expanded in terms of splines,

pG(p) = G2(p(x))
N∑

j=1

gj Bj (x), pF(p) = F2(p(x))
N∑

j=1

f j Bj (x), (4.10)

where

G2(p) = pj+ 1
2(

c2
G + p2

) j+1 , F2(p) = pj+ 3
2(

c2
F + p2

) j+2 . (4.11)

For the second basis system the final three splines in the expansion are nonzero atx = b
(p = ∞). Consequently, solutions that have significant support at large values of momentum
are more readily expressed in terms of the second set of basis functions. Since some splines
are finite atp = ∞, the functionsG2(p) andF2(p) are chosen to satisfy the boundary
conditions (4.1) both at small and at large momenta.

To integrate over singularities at large values of momentumq, it is easier to evaluate the
integral if the integrand is expanded in a Maclaurin series in the variable 1/q instead of in a
Taylor series inq because the Maclaurin series converges efficiently from the knot to infinity.
Specifically, if the location of the first knot less than the singularity corresponds to a value
of momentum equal to or less than 50, then integrals are evaluated as previously discussed.
However, if the first knot less than the singularity corresponds to a value of momentum
greater than 50, the integral is evaluated numerically fromx = −b (p = 0) to the knot.
From the knot tox = b (p = ∞), the integral is evaluated analytically by expanding the
integrand, excluding the Legendre function of the second kind, in a Maclaurin series. While
the transition value of momentum (50) is somewhat arbitrary, the value must be sufficiently
large that the MacLaurin series converges efficiently with just four terms. The necessary
formulas for carrying out the integration are given in the Appendix.

A corresponding modification is required to evaluate the double integrals (4.5). When the
location of the first knot less than the logarithmic singularity atq = p corresponds to a value
of p equal to or less than 50, the integral is evaluated as before. When the position of the
knot corresponds to a value ofp greater than 50, the integral is evaluated numerically except
within anε-neighborhood of the singularity. Within theε-neighborhood, the integrals over
k are expanded as a Maclaurin series,

∫ ∞
0

dk Q`

(
k2+ q2

2kq

)
q`+d1

(c2+ k2)d2
Bj (k) = 1

q`+1

3∑
j=0

aj
1

q j
. (4.12)

The coefficientsaj are determined numerically so that the expansion and the integral agree
at q = p+ ε, p+ ε/3, p− ε/3, and p− ε. Using the expansion in (4.12), within the
ε-neighborhood of the logarithmic singularity atp, the integral (4.5) can be performed
analytically.

The first basis system has more knots concentrated at small values of momentum and,
therefore, is more suitable for representing weakly bound solutions or solutions with detailed
structure in this region. The second basis system has more knots at large values of momentum
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FIG. 2. The dimensionless energy eigenvaluesε = E/(M +m) of the states 1S1/2, 2P1/2, and 2S1/2 as a
function of the coupling constantq Q/4π in the instantaneous approximation.

and is better for representing strongly bound solutions that have significant support at large
values of momentum. However, at least when 35 or fewer splines are used, the second basis
system does not adequately represent the most strongly bound solutions withε on the order
of or less than about 0.3.

For the solutions graphed in Figs. 2 and 3, the constituent masses are equal, although
solutions with unequal constituent masses are no more difficult to determine. Solutions
are calculated using the two different basis systems previously discussed. For values of
ε ≡ E/(M +m) > 0.95, the graphed results are those obtained from the first basis system,
which has more knots at small momenta. For all other values ofε, the graphs are an average
of the solutions obtained from the two basis systems. Comparing solutions forε obtained
from the two basis systems provides an additional indication of accuracy. The solutions
for ε almost always agree to within 0.04 and usually agree more closely, while reliability
coefficients are almost always greater than 0.99. Solutions are calculated by expanding the
radial wave function in terms of 35 splines.

In comparing Figs. 2 and 3, notice that as the coupling constant decreases in magnitude, the
repulsive effects of angular momentum become increasingly apparent so that for states with
the same coupling constant, those with higher angular momentum are more weakly bound.

FIG. 3. The dimensionless energy eigenvaluesε = E/(M +m) of the states 2P3/2, 3D3/2, and 3P3/2 as a
function of the coupling constantq Q/4π in the instantaneous approximation.
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The curves in Figs. 2 and 3 exhibit oscillatory behavior that is different from analytical
and numerical solutions of similar equations: For solutions of the one-body Dirac and Klein–
Gordon equations with a Coulomb potential, as the absolute value of the coupling constant
|q Q/4π | increases, the bound-state energy decreases monotonically and, above a critical
value of|q Q/4π |, no real energy eigenvalues exist. Dykshoornet al. [21] found solutions
with this same behavior using a variational principle to numerically solve integral equations
for bound states in QED within a limited Fock-space approximation. By including the effects
of the crossed ladder diagrams, Brezinet al. [22] obtained a formula for the bound-state
energy of two charged particles that also decreases monotonically as the magnitude of the
coupling constant increases.

In the limit that one of the constituent particles becomes infinitely massive, the two-body
Bethe–Salpeter equation does not reduce to the corresponding one-body relativistic equa-
tion unless the crossed graph is included [23]. As a consequence, the solutions obtained here
should not agree with those of the Dirac equation in the limit thatM becomes infinite or
with the Klein–Gordon equation in the limit thatm becomes infinite because the ladder ap-
proximation has been made. If the crossed graph were included in the Bethe–Salpeter equa-
tion before making the instantaneous approximation, the oscillatory behavior in Figs. 2 and
3 would vanish in the limit that either of the constituent particles became infinitely massive.

5. SUMMARY

A logarithmic singularity is typically present in the kernels of two-body, bound-state in-
tegral equations after the two angular variables associated with three-dimensional spherical
coordinates are separated. Because of difficulty integrating over this singularity, heretofore
numerical solutions have often been calculated using basis functions that do not satisfy the
boundary conditions, making it particularly difficult to obtain bound-state solutions that
decrease rapidly at both small and large momenta. Here integrals with the singular kernel
are evaluated for a wide variety of basis functions: Integrations are performed numerically
except within the neighborhood of the singularity where the integration is performed ana-
lytically by expanding the integrands, excluding the singular kernels, either analytically or
numerically in a Taylor series or a Maclaurin series.

The basis functions used are the product of a “convergence” function and a spline. The
convergence function is chosen so that if the sum of the splines is slowly changing, the
boundary conditions are automatically satisfied. There are two significant advantages to
using basis functions that satisfy the boundary conditions: (i) Fewer basis functions are
typically required to obtain accurate solutions. (ii) In cases where the solution decreases
rapidly at both small and large momenta, it is exceeding difficult if not almost impossible
to obtain numerical solutions unless such basis functions are employed.

Two rather different basis systems are used to calculate solutions. In the first basis sys-
tem the splines vanish at large momenta, making them particularly suitable for represent-
ing weakly bound solutions. The second basis system is more appropriate for calculat-
ing strongly bound states because some basis functions vanish only at infinite values of
momentum, thereby better representing solutions that are highly localized in position space
and, therefore, have significant support at large values of momentum.

To obtain an estimate of the accuracy of each solution, a reliability coefficient is calculated
that is a statistical measure of how closely the left- and right-hand sides of the equation
agree at a series of selected points.
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APPENDIX: CALCULATION OF INTEGRALS

Here formulas are given for calculating the integrals of the form

B`,k(a,b)(p) ≡
∫ b

a
dq Q`

(
p2+ q2

2pq

)
1

q`+k
,
` = 0, k = 1, 2, 3, . . . ,
` ≥ 1, k = 0, 1, 2, . . .

(A1)

that are required to integrate over the logarithmic singularities when they occur at largep.
Using the recursion formula for Legendre functions of the second kind [24],

Q`+1(z) = 2`+ 1

`+ 1
zQ`(z)− `

`+ 1
Q`+1(z), (A2)

a recursion relation forB`,k(a,b)(p) follows immediately:

B`+1,k
(a,b) (p) =

2`+ 1

`+ 1

[
p

2
B`,k+2
(a,b) (p)+

1

2p
B`,k(a,b)(p)

]
− `

`+ 1
B`−1,k+2
(a,b) (p). (A3)

The integralsB`,k(a,b)(p) are readily expressed in terms of the integrals

I k
(a,b)(p) ≡

∫ b

a
dq

ln(q + p)

qk
. (A4)

Specifically,

B0,k
(a,b)(p) = I k

(a,b)(p)− I k
(a,b)(−p) (A5)

and

B1,k
(a,b)(p) =

p

2

[
I k+2
(a,b)(p)− I k+2

(a,b)(−p)
]+ 1

2p

[
I k
(a,b)(p)− I k

(a,b)(−p)
]

+
{−ln

(
b
a

)
if k = 0

1
k

[
1
bk − 1

ak

]
if k > 0

}
. (A6)

The integralsI 0
(a,b)(p) and I 1

(a,b)(p) are calculated using standard tables of integrals [24],
althoughI 1

(a,b)(p) is evaluated as an infinite series. Fork ≥ 2, the integralI k
(a,b)(p) can be

calculated using the following formula for the integralI :

I ≡
∫

dx
ln(a+ bx)

xk
, k ≥ 2. (A7)

Integrating by parts gives

I = 1

k− 1

[
− ln(a+ bx)

xk−1
+ b

∫
dx

xk−1(a+ bx)

]
.
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The integral in the above expression is evaluated using partial fractions, yielding the desired
formula:

I = 1

k− 1

[
− ln(a+ bx)

xk−1
+
(
−b

a

)k−1

ln(a+ bx)

−
(
−b

a

)k−1

ln(x)+
k−1∑
j=2

(
−b

a

)k− j 1

( j − 1)x j−1

]
. (A8)
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